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Appendix B: Some Aspects of Flood Frequency Analysis

In studies of flood frequency in general and in specific reference to the Upper Mississippi and Missouri River Basin, two points are addressed. The first concerns the upper bound on flood magnitude, and the second, uncertainty underlying estimates of the T-year event. The literature has little to say on the first point, and in reference to the second point, no clear distinction is made between uncertainty and traditional sampling errors. 

Upper Bound

Most agree that floods distributions are bound above, as well as below. R.E. Horton (1936) put it best



No terrestrial stream can produce an infinite flood. A small stream can not produce a major Mississippi flood for the much the same reason that an ordinary barnyard fowl can not lay an egg a yard in diameter: it would transcend nature’s capabilities under the circumstances.

The reason that the upper bound has not been addressed is due perhaps to the fact that unbound distributions present fewer problems than bound ones. For bound distributions to provide as good a fit as unbound distributions, the bound distributions must be functions of at least one more parameter than the unbound distributions. One of the parameters of the bound distribution is the upper bound which presents problems of estimation. Also there is the assumption that the upper bound corresponds to a very large flood that is almost outside experience. 

There is theoretical statistical reason for an unbound distribution. If a sample of size n is taken from a population whose distribution if F, then the distribution of the largest value in the sample will tend to the distribution G as n tends to infinity. The distribution F is sometimes referred to as the initial distribution to distinguish it from the limiting distribution G. The distribution G is one of three distinct types of distributions – G1, G2, G3 –  where  G1  is unbound below and above, G2 is bound 

below and unbound above, and G3 is unbound below and bound above. The three limiting distributions were expressed as a single generalized distribution by Jenkinson in 1955.

The distribution G1  may attain in the case where F is bound above as well as in the case where F is unbound above. If F represents the distribution of flow which is bound below by the value of zero and above by some large value, then it can be that the limiting distribution of the largest value, say the annual flood, is unbound above. This can be illustrated by the Gnedenko distribution introduced by Gnedenko in 1943 in his discussion of extreme value theory.

The Gnedenko distribution may be written as 
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(1)

All positive integral moments exist. The distribution can be expressed in inverse form as 
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(2)

whereby the probability weighted moments and the L-moments may be obtained easily. Gnedenko showed that the terms 
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are such that
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and
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Therefore, the limiting form of the Gnedenko distribution is G1 which is unbound above.

It is not being suggested that the Gnedenko distribution be adopted as the distribution of flow,only that through the theory of extreme values, it is possible to have an upper bound initial distribution and an upper unbound limiting distribution.

Uncertainty

The TAG expressed concern over the matter of uncertainty, and in doing so they indicated that faith, belief and concept are an integral part of flood frequency analysis. The terms faith, belief and concept need some explanation to be sure that how these terms are understood by TAG is how these terms are understood by others. Because these terms are of a philosophic nature, it is perhaps best to address them philosophically.

A Bayesian would construe belief as degree of rational belief, which would be translated into personalistic probability that would serve as a substitute for uncertainty. Along this line one might argue that there are no objective probabilities and that flood frequency is in a sense meaningless. Frequency, as such, can not be interpreted through relative frequency as limiting relative frequency that equates to probability. Such a probability would be objective and is not within the Bayesian perview of probability. 

Mother nature may know nothing about probability distributions. A strong argument can be made that at the macro level, the world is deterministic, and therefore the concept of a probability distribution is, in a strict sense, meaningless. On a practical plane, the concept of a probability distribution serves as a tool to solve a particular problem. In the context of flood frequency, the basic problem is not the choice of probability distribution, but the protection of life and property and the sustaining of 

the local and regional economy. At best, one can deal with degree of protection. Traditionally, this problem is cast in terms of probability as a means of obtaining an acceptable (satisfying or perhaps, satisficing) measure of the degree of protection provided by a specific act, i.e. design decision. There are other ways of approaching the problem, but they seem awkward or complicated, perhaps because the probabilistic approach has been so well drilled into us that it seems to be the natural and only approach.

Although we are strongly inclined to the probability approach, we cannot sweep the fundamental uncertainties of the approach under the rug and pretend they are not there. If we take into account a loss function and we seek to minimize loss, then the choice of probability distribution does not seem to be overly important. In fact, if the world was probabilistic and if we knew the underlying probability distribution, it does not follow that using that distribution will indeed minimize our losses. If this is indeed the case, what is meant by the uncertainty in choice of model, i.e. distribution function?

Perhaps we should give some thought as to how far we have come since Allen Hazen’s pioneer paper in 1914. To what extent has the Hazen approach (perhaps better put as the Rafter-Horton-Hazen approach) been enhanced by the finessing of the distribution function and the finessing of parameter estimation relative to the enhancement gained through time in the form of ever longer records? Our records are much longer than they were in 1914, and as a result, the sampling errors attendant to any choice of distribution have diminished. Can we say that our degree of rational belief is stronger today than yesterday? If we can, then on what basis do we say so?

We are practical people seeking practical solutions to real world problems. We cannot find those solutions without an introspective look at how we approach the problems. In the absence of philosophic reflection, it is difficult to address the issue of uncertainty. There are, in fact, two sorts of uncertainties, those that are reducible and those that are not. We need to identify the elements of the two sorts and reduce the reducible one to the degree that we can. As for the irreducible ones, we must find a way to live with 

them. Obviously, it is counterproductive to seek reduction of irreducible uncertainties. Is it a matter of faith or of belief that all uncertainties are reducible?
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